An Adaptive Compressive Tracking Algorithm for Amphibious Spherical Robots
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Abstract — As a critical important function for autonomous mobile robots, visual tracking is a challenge work in the field of computer vision, for the reason that factors like illumination variance, partial occlusions and target appearance changes shall be carefully considered. Focus on applications of our amphibious spherical robots, an adaptive visual tracking algorithm was proposed on the basis of compressive tracking. A feature selection method was designed to choose random Haar-like feature templates in various scales by calculating Fisher’s criterion functions of features. On this basis, a random feature pool, which tried to preserve discriminative features at different frames, were constructed and then maintained on-line to provide candidate appearance model of the target. Moreover, an adaptive update mechanism was adopted for selectively updating feature templates and classifier parameters of the improved compressive tracking algorithm, which alleviated the drift problem. Experimental results with various image sequences demonstrated the effectiveness and robustness of the proposed tracking algorithm, which can meet practical application requirements of the amphibious spherical robots.


I. INTRODUCTION

As a critical important function of autonomous mobile robots, visual tracking has become a hot research field of computer vision. Benefiting from the development of image detection and pattern recognition, great progresses in visual tracking have been made in recent years. And some state-of-the-art tracking algorithms, including TLD (Tracking-Learning-Detection) \cite{1}, MIL (Multiple Instance Learning) \cite{2}, STUCK (Structured output tracking with kernels) \cite{3} and L1APG (L1 tracker using Accelerated Proximal Gradient) \cite{4}, have been proposed. Generally, most existing tracking algorithms can be loosely categorized as generative and discriminative algorithms according to the appearance modeling method to be used \cite{5}. Generative algorithms represent the target with appearance features and then try to search the best matching region inside the image. Discriminative algorithms regard the tracking process as a binary classification problem and try to separate the target from background with pattern recognition methods like SVM (Support Vector Machine) and ANN (Artificial Neural Network). From our point of view, discriminative algorithms have a greater application potential, for the reason that a large number of samples are used for training the binary classifier to be used for tracking, which may lead to better robustness and higher precision.

Compared with theoretical studies conducted on personal computers or workstations, designing practical visual tracking algorithms for small-scale mobile robots is a more challenge work. On the one hand, because the camera platform may move over time, factors like illumination variance, partial occlusions and target appearance changes shall be taken into account. On the other hand, the image processing ability of small-scale mobile robots is usually much weaker than workstations, thus real-time performance of the algorithm shall be specially considered.

Focus on the vision application issue of our amphibious spherical robots, an improved visual tracking algorithm was proposed on the basis of compressive tracking (CT) algorithm. A feature selection method was designed to choose random Haar-like feature templates in various scales by calculating Fisher’s criterion functions of features, which enhanced robustness of the appearance model. On this basis, a random feature pool, which tried to preserve discriminative features at different frames, were constructed and then maintained on-line to provide candidate appearance model of the target. Moreover, an adaptive update mechanism was adopted for selectively updating feature templates and classifiers parameters of the improved compressive tracking algorithm, which alleviated the drift problem. Finally, evaluation experiments with various image sequences were conducted to verify the effectiveness and robustness of the proposed tracking algorithm, which demonstrated that it can meet application requirements of amphibious spherical robots.

The rest of this paper is organized as follows. An overview on our amphibious spherical robots and CT algorithm will be introduced in Section II. Details of the random Haar-like feature selection method will be elaborated in Section III. The adaptive update mechanism of the random feature templates and the improved algorithm will be described in Section IV. Experimental results will be provided in Section V. And Section VI will be conclusions and follow-up relevant research work.
II. RELATED WORK AND APPLICATION REQUIREMENT

A. Amphibious Spherical Robot

As introduced in reference [6], an amphibious spherical robot for delicate tasks in littoral regions was proposed by our team in 2012. As shown in Fig. 1, the robot consisted of a waterproof hemispheric upper hull, in which electronic devices and scientific instruments were installed, and two openable quarter-sphere lower shells [7]-[9]. In the land mode, the robot walked with four legs. And in the underwater mode, it swam with water jets. Different from most existing mobile robots or autonomous underwater vehicles, the robot was able to work in complex environments like coral reefs and pipelines.

![Diagram of the improved amphibious spherical robot](image)

As Fig. 1 shows, the sphere lower shells and the improved CT algorithm were introduced to enhance the robot's autonomous tracking capability. The CT algorithm consists of two stages: tracking and updating. In the tracking stage, candidate image patches of the target of the (n+1)-th frame are sampled around I_m, which is the tracking result at the n-th frame. Then, low-dimensional features are extracted from the high-dimensional integral vectors of these samples using a static measurement matrix, which is in accord with the theory of compressive sensing. The process of dimension reduction can be denoted as \( \mathbf{v} = \mathbf{M} \mathbf{u} \), where \( \mathbf{u} \in \mathbb{R}^n \) indicates the integral vectors, \( \mathbf{v} \in \mathbb{R}^l \) indicates the feature vectors with dimensions \( l \ll n \). \( \mathbf{M} \) is a sparse random matrix, the entries of which were defined as:

\[
\begin{aligned}
    m_{i,j} = \begin{cases} 
        +1, & \text{with probability } \frac{1}{2s} \\
        0, & \text{with probability } 1 - \frac{1}{s} \\
        -1, & \text{with probability } \frac{1}{2s}
    \end{cases}
\end{aligned}
\]

where \( s = 2 \) or 3. Then, the low-dimensional feature vectors are input into an online learning Naive Bayes classifier. The sample with maximal classifier response is set to the target for determining \( I_{m+1} \). In the updating stage, training samples of the target and the background are sampled according to the tracking result at the \( (n+1) \)-th frame \( (I_m) \), and the compressed feature vectors of the training samples are used to update the parameters of the Naive Bayes classifier, which will be used in the tracking stage of the \( (n+2) \)-th frame.

The CT algorithm makes a balance between robustness and real-time performance, thus it has a bright future in low-power real-time visual applications. Xu et al. [19] designed an improved CT-based surveillance system for object tracking. Wang et al. [20] designed a CT-based person detection and...
tracking system for a mobile robot by fusing data from radio frequency identification (RFID). And a CT-based prototype tracking system for our amphibious spherical robot was design using Microsoft Kinect in 2015 [21]. However, the drift and anti-occlusion problems limited its practical applications in robotics. And some improved CT algorithms have been proposed trying to solve these problems using the Markov Chain Monte Carlo (MCMC) sampling mechanism [22], particle filters [23], kernel functions [24], etc.

III. HAAR-LIKE FEATURE SELECTION METHOD

A. Analysis on Feature Model of Compressive Tracking

From our point of view, the major contribution of the CT algorithm is the random Haar-like feature model inspired by the theory of compressive sensing. Haar-like features were originally used for face detection by calculating intensity differences between adjacent rectangle regions [25]. Because all candidate Haar-like feature templates in an image patch constitute an over-complete feature set for visual representation, selection methods like LDA (Linear Discriminant Analysis) [26] and Adaboost [27] were adopted to get feature templates with stronger separability.

![Random Haar-like feature selection method of CT](image)

Fig. 4 Random Haar-like feature selection method of CT

As shown in Fig. 4, different from conventional solutions, a random selection method was adopted in the CT algorithm to randomly choose Haar-like feature templates using the static sparse matrix depicted in equation (1). And the random selection methods lead to a light computational consumption, which was critical important for real-time visual tracking. Ideally, feature values of positive input patches are while noises, while feature values of positive image patches obey a single Gaussian model. However, the separability of this random appearance model may be not so good and may significantly degrade with time for the reason that it has no practical physical meaning.

Figure 5 shows four samples of random feature templates selected by a CT tracker. Blocks marked in red represented random feature templates with positive coefficients, and blocks marked in blue represented random feature templates with negative coefficients. The 2# feature template covers flat regions of the target, thus it measures environmental noise rather than meaningful appearance information like edges, corners and textures. Blocks of the 3# feature template and 4# feature template are either too large or too small, so they are easily polluted by noises. Only blocks of the 1# feature template has a relatively suitable size and location, which results in a much more discriminative feature value than its counterparts.

![Feature Distribution of Haar-like features selected by the CT algorithm](image)

Fig. 5 Random Haar-like features selected by the CT algorithm

B. Haar-like Feature Selection Method

Although the random Haar-like feature model adopted in the CT algorithm is effective in some measure, its robustness can be enhanced by adding some constraints and update mechanisms. First of all, the separability of the appearance model and the precision of the tracker can be improved by selecting more discriminative feature templates. Moreover, because the CT algorithm adopted a set of static random feature templates, the cluster background may gradually pollute the target model. Thus a feature pool should be constructed and maintained to update the feature templates to be used online.

Considering the physical meaning of Haar-like feature, a coarse-to-fine feature selection method was designed to choose random Haar-like features. And a feature pool consisted of sub-pools, each of which contained N candidate feature templates would be set up. The feature selection method consisted of two stages.

In the coarse stage, three constraints were added into the random generation process of Haar-like feature templates for a higher probability of capturing meaningful features like edge and corner. These constraints were as follows.

1. The size of each feature template was constrained by

   \[
   \begin{align*}
   \max (\text{width min} \alpha_{\text{min}} \cdot \text{width}) \leq w \leq \alpha_{\text{max}} \cdot \text{width} \\
   \max (\text{height min} \cdot \alpha_{\text{min}} \cdot \text{height}) \leq h \leq \alpha_{\text{max}} \cdot \text{height}
   \end{align*}
   \]
where width×height is the size of the target image patch, \( w \times h \) is the size of the generated feature template, and \( \alpha_{\min}, \alpha_{\max}, \) width\(_{\min}\) and height\(_{\min}\) are coefficients set previously. As mentioned in Section II Part A, a feature template only captures information of raw pixels when its size is too small, and it has weaker spatial discriminative ability when its size is too large. Thus a medium size was adopted in this study.

(2) The shape of each feature template was constrained by

\[
\alpha_{\min} \leq \frac{w}{h} \leq \alpha_{\max}
\]

where \( \alpha_{\min} \) and \( \alpha_{\max} \) are coefficients set previously. As we all know, the shape of targets and textures have a relatively low possibility to be very slice and long.

(3) The size of the \( j \)-th feature template in the \( i \)-th sub-pools was constrained by

\[
\begin{align*}
   &w_{\text{low}, i} \leq w_{i,j} \leq w_{\text{up}, i} \\
   &h_{\text{low}, i} \leq h_{i,j} \leq h_{\text{up}, i}
\end{align*}
\]

where \( w_{\text{up}, i} \) (\( h_{\text{up}, i} \)) and \( w_{\text{low}, i} \) (\( h_{\text{low}, i} \)) are the upper and lower bound values of the width (height) of the generated feature template. And the value of \( w_{i,j}, h_{i,j} \) were calculated by using some common-used scale parameters in image processing [1]. This constrain was set to ensure that feature templates in the feature pool may capture appearance features in various scale. From our point of view, a diversified feature template set, which combines global and local features, will be more robust and effectve.

In the fine stage, \( I \times N \) discriminative feature templates will be finally selected to construct the feature pool to be used. The Fisher’s criterion function was adopted to measure the discriminative ability of a feature template.

\[
J(f_{i,j}) = \left| \mu(f_{i,j}) - \mu(f_{s}) \right| - \lambda_1 \sigma_1^2(f_{i,j}) - \lambda_2 \sigma_2^2(f_{i,j})
\]

where \( f_{i,j} \) is the \( j \)-th feature template of \( i \)-th sub-pools, \( \mu(f_{i,j}) \), \( \mu(f_{s}) \), \( \sigma_1(f_{i,j}) \), \( \sigma_1(f_{s}) \) are respectively the means and standard variances of feature values of positive and negative samples using the feature template \( f_{i,j} \). And \( \lambda_1 \) and \( \lambda_2 \) are coefficients set previously. If the value of \( J(f_{i,j}) \) was relatively low, the feature template \( f_{i,j} \) would be discarded and regenerated. The fine stage tried to maximize the distance between classes and to minimize the interclass variance. And it was hopeful to get a more clear classification result using the selected feature templates.

The computational load of the coarse stage was light because most operations could be completed by setting parameters of the random number generator. And the fine stage could be speed up by using the integral image. Thus the proposed method would not affect seriously the real-time performance.

As shown in Figure 6, by introducing the proposed coarse-to-fine feature selection method, the separability of the random feature templates were obviously improved. More or less, the selected templates have already been given some image meaning. And the shapes of the selected feature templates were more reasonable. As a result, the feature value distribution of positive samples was more concentrated than its counterpart in Fig. 5, which was beneficial for classification during tracking.
mechanism was designed for the proposed algorithm in this paper. Figure 6 shows the major principles of the proposed adaptive tracking algorithm. The proposed algorithm can be divided into three processes:

(a) Establishing feature pool and appearance model

(b) Feature pool adaptive updating

Fig. 7 Diagram of the proposed adaptive compressive tracking algorithm

1. As shown in Fig. 7 (a), a feature pool was constructed at the first frame after randomly selecting \( \times N \) discriminative features. The feature pool consisted of \( l \) feature sub-pools, each of which contained \( N \) candidate feature templates meeting constraints elaborated in Section III Part B. After that, candidate feature templates were sorted according to their separability using the training samples and the Fisher’s criterion function. And the best one in each sub-pool was adopted to construct the random measurement matrix or the appearance model to be used for tracking.

2. At the \( n \)-th frame, candidate image patches with maximum classifier response would be chosen as the target, which was as same as Fig. 3.

3. After locating the target at the \( n \)-th frame, positive and negative training samples were sampled around \( I_t \) to evaluated candidate feature templates in the feature pool. If a feature template being used deteriorated, it would be replaced with the best one in the corresponding sub-pool. If most feature template being used deteriorated and the maximum classifier response is very low, occlusions or target appearance changes might have occurred. The tracker would reserve previous classifier parameters and try to predict the position of the target using a constant acceleration motion model. And the motion model was built on the basis of Kalman Filtering, which can be described as

\[
\begin{align*}
X_{n+1} &= \Phi X_n + \beta W_n \\
Y_{n+1} &= H X_{n+1} + \alpha V_n \\
\Phi &= \\
\begin{bmatrix}
1 & 0 & \Delta t & \Delta t^2/2 & 0 \\
0 & 1 & \Delta t & 0 & \Delta t^2/2 \\
0 & 0 & 1 & 0 & \Delta t \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1
\end{bmatrix} \\
H &= \\
\begin{bmatrix}
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0
\end{bmatrix} \\
X_n &= \begin{bmatrix} x_n, y_n, \dot{x}_n, \dot{y}_n, \alpha_{x,n}, \alpha_{y,n} \end{bmatrix}^T \\
Y_n &= \begin{bmatrix} \tilde{x}_n, \tilde{y}_n \end{bmatrix}^T
\end{align*}
\]

4. Feature Update Mechanism

Details of the adaptive feature update mechanism are as shown in Algorithm 1. The features to be updated included the feature templates being used and candidate feature templates in the feature pool. As to the feature templates being used \( (\tilde{f}_i) \), the relative error at recent frames \( \tilde{\delta}_i \), which was calculated with response values of Naïve Bayes classifier, cumulated over time. And \( \tilde{\delta}_i \) was used to evaluate the effectiveness of \( \tilde{f}_i \). If \( \tilde{f}_i \) kept output fuzzy or error classification results, it would be replaced with the candidate feature template with best discriminative ability in the corresponding sub-pool. As to the candidate feature templates in the feature pool \( (f_{ij}) \), the one with maximum accumulated errors would be regenerated with the probability \( e^{-\delta_{\text{worst}}/\lambda} \). That provided an additional opportunity for some features performed not so well up to now but may be discriminative in some specific circumstances. And this design tried to avoid trapping in local optimum and may be robust to appearance changes of the target.

Algorithm 1: Adaptive feature update mechanism

Input: positive and negative samples for training \( \langle x, y, y, y \rangle, y \in \{1, +1\} \)

Input/Output: feature templates to be used for tracking \( f_i, i \in [1, l] \)

random feature pools \( f_{ij}, i \in [1, l], j \in [1, N] \)

Initialize coefficients including \( \tilde{\alpha}_{\text{min}}, \tilde{\alpha}_{\text{max}}, \text{Width}_{\text{min}}, \text{Height}_{\text{min}}, \tilde{\alpha}_{\text{max}}, \text{Width}_{\text{max}}, \text{Height}_{\text{max}}, \text{coeff}, \text{error}, \text{length} \), etc.

Update Naïve Bayes classifier parameters of all candidate features

for \( j = 1, 2, \ldots, l \)

//check the feature template using response of Naïve Bayes classifiers

if \( y_{\text{low}} \leq h_{ij}(x) \leq y_{\text{up}} \)

\( \tilde{\delta}_{ij}^\text{err} = \delta_{ij}^\text{err} + \delta_0 \)

else

\( \tilde{\delta}_{ij}^\text{err} = \delta_{ij}^\text{err} + \delta_0 \)

end if

if \( h_{ij}(x) < y_{\text{thresh}} \) and \( \tilde{\delta}_i > \delta_{\text{thresh}} \)

\( f_i = \arg\max_{j \in [l]} (f_{ij}) \)

end if

if \( f_{\text{worst}} = \arg\max_{j \in [l]} (f_{ij}) \)

if \( \tilde{\delta}_{\text{worst}} > \delta_{\text{threshw}} \)

regenerate \( f_{\text{worst}} \) of \( i \)-th feature sub-pool with the probability \( e^{-\delta_{\text{worst}}/\lambda} \)

end if

end for

The updating rate of candidate feature templates in the feature pool was constrained restrict (only 0.05 in this study) for a relatively stable appearance model. As far as we know, the principle of the random Haar-like feature model adopted in CT was similar with random forest in some measure. Thus an unstable appearance model may decrease the stability of the tracker.

In addition, the computational load of the update mechanism was increased for the reason that Naïve Bayes classifiers to be maintained on-line increased N times. However, the candidate feature templates were data independent. So the calculation process can be accelerated using parallel computing technologies. Meanwhile, \( l \) could be set to a smaller value than the original CT algorithm because the selected feature templates were more robust and discriminative. That would also lighten some computational load.
V. EXPERIMENTAL RESULTS

The goal of this paper is to design an efficient and effective improved CT algorithm for our amphibious spherical robots. To verify the validation of the proposed algorithm, experiments were conducted with various image sequences on two parts:

1) To evaluate the effectiveness of the feature selection method elaborated in Section III and the adaptive tracking algorithm elaborated in Section IV, six standard benchmark image sequences were used to conduct the off-line evaluation experiments on MATLAB R2013a. And the tracking results were compared with that of CT and MIL which is also a Haar-like feature-based tracking algorithm.

2) To evaluate the work performance of the proposed algorithm on our amphibious spherical robots, two image sequences captured from the view of our robots were adopted to conduct the robotic evaluation experiments.

A. Experiments with Benchmark Sequences

Fig. 8 Screenshots of the benchmark experimental results

B. Robotic Experiments

In the robotic experiments, two image sequences captured from the view of our robot were adopted to verify the performance of the proposed algorithm [29-32]. As shown in Fig. 9, drift appeared when the shape of the robot deformed. Limited by robustness of adopting appearance models, it seemed that the CT and MIL trackers were misled and turned to focus on legs of the robot. But the proposed algorithm can still catch up the correct position of the target, even the robot’s pose and the background changed overtime. And the drift problem was relatively alleviated compared with the original CT algorithm.

VI. CONCLUSIONS AND FUTURE WORKS

Aiming at vision applications of our amphibious spherical robots, an adaptive CT algorithm was proposed in this paper. A feature selection method was designed to select discriminative random Haar-like features and maintain adaptive feature pools. And an adaptive update mechanism was adopted for selectively updating feature templates and classifier parameters of the improved compressive tracking algorithm, which alleviated the drift problem. Experimental results demonstrated that the feature selection method and adaptive update mechanism used in the proposed algorithm alleviate the drift problem and acquired stronger robustness, which may meet requirements of our spherical robots.
The study in this paper mainly focused on the design of the algorithm. But the real-time performance of the proposed algorithm and related practical applications still remained a problem. Our future work will focus on the parallel implementation of the proposed algorithm on the robotic embedded platform.
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