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 Abstract –In the past, there are some problems in target 

tracking, such as poor effect and easy loss. This paper propose a 

target recognition system based on improved Camshift algorithm, 

which is mainly used in marine rescue, marine garbage search, 

aquaculture surface target tracking and other fields. To the 

flexible application of amphibious robot in sea, land and other 

fields, RGB-D camera was equipped on the amphibious robot for 

target recognition and tracking. We have done the research of 

target recognition in the early stage. In this paper, CAMSHIFT 

and Kalman filter were used together. Kalman filter predicted the 

moving position of the target in the next frame and fed it back to 

the previous frame.Because the judgment of the edge node can 

greatly shorten the communication time with the terminal, so as 

to improve the efficiency of target tracking. Experiments show 

that the amphibious robot can accurately identify and track the 

target, and the delay is controlled within one second 

 Index Terms – Camshift, Kalman filter, target tracking. 

I.  INTRODUCTION 

 With the development of tourism and aquaculture. With 

the development of coastal tourism, there is a risk of maritime 

distress. China's maritime safety awareness is relatively weak, 

and the number of ships and people in distress is on the rise. 

The maritime rescue ship has become one of the effective 

means for coastal countries to ensure the safety of human 

maritime activities, so it is urgent to develop an autonomous 

target recognition and tracking system to assist the safety 

personnel in rescue. 

 Zhang's team uses templates to track moving objects, 

which is to track objects by calculating the appearance 

similarity between consecutive frames.In the literature, 

Kalman filter is used to estimate the image distribution, and 

target trajectory is used to predict.The literature uses the 

characteristics of particle filter to track the target in the image. 

Combined with the features of mean square histogram and its 

color model, the literature uses Meanshift algorithm to track, 

and then searches for potential targets in the next image [1]-[4]. 

 Voles et al first collected the video, smoothed the image 

after the acquisition, then extracted the image using two frame 

difference method, and finally detected the moving object. But 

the problem of this method is that the detection is not accurate, 

which is easy to cause the phenomenon of missing detection, 

and it is not suitable for the complex scene of sponge. 

J.G.Sanderson In this paper, a template matching algorithm is 

used to deal with the waveform. The frequency domain 

characteristics of the wave are used as the template to match 

the sea surface motion state. Then the matching results are 

analyzed. The moving targets are distinguished by the analysis 

results, and then the moving targets are tracked by the target 

estimation method. The operation speed of this method is high, 

and the tracking accuracy can basically meet the requirements, 

However, the database samples of this method are limited, so 

it can not track a wide range of common targets, and can not 

detect, track and recognize different types of targets. Nasim et 

al. Proposed the method of using edge detection combined with 

morphological processing to detect and track moving objects. 

Firstly, the image collected from the video is processed by 

dilation and erosion, followed by morphological processing 

such as open close operation, and then the background 

difference method and Sobel algorithm are used Edge detection 

method detects moving objects, but the time and delay of object 

detection is high, which can not reflect the real-time 

performance [5]-[8]. 

 

Fig.1 The platform of Amphibious Robot. 



II. THE OVERVIEW OF AMPHIBIOUS ROBOT PLATFORM 

 The overall structure of the amphibious machine is shown 

in Fig.1. The experimental platform is a spherical amphibious 

robot, which is a kind of bionic robot. It can not only walk on 

land, but also complete horizontal movement and water 

rotation in the air.  

 Its areas of work include land and sea. The upper half of 

the platform adopts hemispherical design, in which the control 

element of the robot is placed, the lower half of the platform 

adopts the movement mode of bionic quadruped, the 

waterproof steering gear and water sprayer are placed in the 

lower half of the platform, the main controller controls the 

drive controller to control the steering of the waterproof 

steering gear, and the experimental platform adopts 16 way 

steering gear control board to control the steering gear[9]-[10]. 

 In the complex land, the inner part of the spherical robot 

will call the action group of each steering gear in the lower part 

of the spherical body to make the horizontal steering gear and 

the longitudinal steering gear move to complete the whole 

action. When underwater, the controller controls four water 

spraying motors to complete the water spraying action by 

connecting the control board, so that it can move back and forth 

on the water surface and underwater, making the spherical 

underwater robot platform to complete amphibious switching 

and movement. In addition, the floating level switch is 

designed to switch the land and underwater action groups, so 

as to complete the target recognition and tracking of complex 

terrain [11]-[18]. 

 The bottom diagram of star amphibious robot is shown in 

Fig.2, This experimental platform adopts the design of sealed 

connector to ensure the waterproof. Raspberry pi4 is used as 

the control board of edge target recognition in the spherical 

amphibious robot shell, and STM32F407 is used to control the 

steering gear and water spraying motor After the target 

recognition, After the target is locked, the target will be 

tracked, and then the signal will be continuously transmitted to 

the control board,the IIC communication interface will be used 

to transmit the signal to STM32F407 to complete the control of 

the steering gear and water jet motor [19]-[25]. 

 
Fig.2 The Schematic diagram of amphibious robot platform bottom. 

III.  STUDY OF CAMSHIT ALGORITHM AND CONSTRUCTION 

OF KALMAN FILTER 

A. Study of Camshit Algorithm 

 In this paper, Camshift algorithm is based on Meanshift, 

which is a continuous adaptive mean shift algorithm, called 

continuous adaptive mean shift algorithm. Because Meanshift 

algorithm has very obvious shortcomings, it is because of 

Meanshift The adaptive window size of the algorithm can't 

change with the moving target. If the moving target has the 

change of distance and shape, it will lead to the failure of target 

tracking. But Camshift algorithm can change this shortcoming 

very well. The algorithm can change the adaptive window 

according to the change of target size and distance, and can 

accurately locate and determine the center of the target 

position. 

 Camshift algorithm running demonstration is shown in 

Fig.3, The image shows the movement of the two search boxes. 

Once the initial position is determined, the initial color 

distribution will be recorded, and the center particle will be 

determined to complete the movement [26]. 

       
Fig.3 Camshift algorithm running demonstration. 

Camshift algorithm is a dynamic feedback process. Firstly, the 

RGB color space of the image is transformed into the HSV 

color space distribution. After the transformation, the H 

component of the HSV color space is used to establish the color 

histogram, and then the back projection is carried out. The 

purpose is to obtain the two-dimensional discrete probability 

color distribution map of the moving target. In the calculation 

window, the zero order matrix and the pair X are used, First 

order matrix of Y, get the first-order matrix of X, y, use the 

first-order matrix of X,Y to compare with the zero order matrix 

of the above window according to the data, then get the ratio, 

finally get the centroid position of the target, when the centroid 

position moves, repeat the above algorithm to search the 

target[27]. 

 The Zero order matrix  is: 
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 It is necessary to solve the target centroid formula: 
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 Where ��� , ���  represents the pixel value with �� , ��� 

coordinate in the image, and the change range of �� , ��� is the 

size of the search window ��. 

 Then the window will be updated. First, a threshold value 

∈  will be set, and then the target centroid position and the 

centroid position in the color histogram model will be set. If 

the distance between them is greater than ∈, we will determine 

that the centroid position is not correct, and we will make a new 

comparison and judgment. Then the new search window s is 

solved according to formula 5. The size of ��, we take the range 

of pixel value is 0-255, The flow chart of target tracking is 

shown in Fig.4 [28]. 

 
Fig.4 Flow chart of target tracking. 

The Camshift algorithm is based on the color information 

of the target in the video to track the target. In addition, 

Camshift can continuously adjust the size of the search window 

according to the scale change of the specific target, so each 

frame of the video adopts the Meanshift algorithm to find the 

iterative result. We add the Kalman filter to the Camshift 

algorithm to predict the position The position of the previous 

frame is predicted by the movement of one frame. 

B. Construction of Kalman Filter 

 The Kalman filter is based on the minimum mean square 

error as the best estimation criterion, assuming that the process 

equation of linear dynamic discrete system is: 

���� = ���� − 1� + ����� +  ���            (5) 

 In addition, the measured value of the system is: 

!��� = "���� + #���                                     (6) 

 The process model of the system is used to predict the 

current state of the system : 

��� ∣ � − 1� = ���� − 1 ∣ � − 1� + �����  (7) 

 Where the covariance of ��� ∣ � − 1� is: 

%�� ∣ � − 1� = �%�� − 1 ∣ � − 1��& + '      (8) 

 Then we update the current time estimate, which is : 

��� ∣ �� = ��� ∣ � − 1� + ()����!��� − "��� ∣ � − 1��(9) 

 Then we get the Kalman gain : 

()��� = %�� ∣ � − 1�"&/�"%�� ∣ � − 1�"& + +�    (10) 

 Where the Kalman gain of ()��� .Finally, in order to 

continuously track a specific target, we update the covariance 

of ��� ∣ � − 1� in K state : 

%�� ∣ �� = ,- − ()���".%�� ∣ � − -�         (11) 

 In order to reduce the computational complexity of the 

algorithm, we can fuse the information of a specific target, and 

then use Kalman filter to predict the location area of a specific 

target in the next image, so as to achieve the purpose of 

strengthening the target tracking. 

 We add the Kalman filter, so that Camshift can effectively 

solve the problem of target deformation and occlusion, and 

track the target more accurately. The system resource 

requirements are not high, and it is more suitable for our 

embedded platform. When we do not add the Kalman filter, due 

to the low time complexity, we can achieve good tracking 

effect in a simple background, but when we are in a simple 

environment In the case of complex background, or the 

interference of many pixels with similar color to the target, the 

tracking will fail. Because it only considers the color histogram 

and ignores the spatial distribution characteristics of the target, 

we need to add the prediction algorithm of the tracking target, 

that is, our Kalman filter. 

 First, the neural network will recognize the target, then 

determine the target, and then read the video sequence, select 

the specific target, determine the search window and initialize 

the relevant parameters of Kalman filter; use the Kalman filter 

to predict the position of the specific target in the next frame; 

according to the color characteristics of the specific target, use 

Camshift The algorithm counts the histogram of the search 

window and obtains the color probability distribution map by 

back projection; each pixel in the search window of the current 

frame is compared with the pixel values of its surrounding 

points as the input image of Camshift algorithm, so as to 

determine the candidate target information of the current 

frame; in the next frame, the information of the target in the 

previous step is updated by Kalman filter Filter, determine the 

search window, return to the previous row, continuous tracking 

target. 

 We add a computing node to the amphibious robot for 

neural network recognition. An edge computing board is added 

inside the amphibious robot, which is mainly used for image 



recognition. The result of target recognition by raspberry is 

shown in Fig.5. The information collected by our RGB-D 

camera is transmitted to the edge computing board. The edge 

computing board uses raspberry to perform neural network 

operation to complete the edge calculation, and then transmits 

the information of the first confirmation box to stm32f4 

through USB communication. Then STM32F4 will carry out 

motion decision processing on the collected target information. 

 
Fig.5 The results of target recognition by raspberry. 

In this experiment, raspberry  uses raspberry for gateway 

conFig.uration, and then raspberry uses WiFi for remote 

connection with the computer to transmit the target recognition 

signal to the display in real time, which is convenient for 

viewing. 

IV. EXPERIMENTS AND RESULTS ANALYSIS 

 Before target tracking, we need to recognize the target. 

First, we train the neural network. In this paper, we use the 

framework of Yolo-tiny to train. After 3000 falls, loss tends to 

be stable. Fig.6 shows the training process. 

 This paper uses Python language and open source code 

opencv joint programming. The video captured by the camera 

installed on the amphibious spherical robot is used as the test 

sequence. The neural network is used to identify the target, and 

then the target in the video image is tracked. The results show 

that the improved algorithm has high accuracy and robustness 

in target tracking. In this paper, several groups of video images 

are used in OT100 test set to verify the performance of the 

proposed algorithm under the condition of fast motion and 

similar color background. 

 
Fig.6 The the training process 

 The color of the target in the image is similar to that of the 

surrounding environment, but the tracking is not affected by the 

interference. The target is well tracked, and there is no loss of 

tracking target. 

 The Fig.7 shows result of target recognition by Separate 

Camshift algorithm, The Fig.8 shows result of target 

recognition by Camshift algorithm with Kalman filter. 

     

(a)                              (b)                              (c) 

Fig.7 The result of target recognition by Separate Camshift algorithm. 

     

(a)                              (b)                              (c) 

Fig.8 The result of target recognition by Camshift algorithm with Kalman 

filter. 

 The traditional Camshift algorithm is used to track the 

target, and the surrounding occlusion interferes with the target 

tracking. It can be seen that the rectangular frame of the 

tracking target gradually becomes larger, and the target is lost. 

This is because the traditional Camshift algorithm takes the 

color feature as the main basis of target tracking, so the tracking 

effect is poor when there is color interference. Using the 

improved tracking algorithm, the color of the target in the video 

image is similar to the surrounding environment, but the 

tracking is not affected by the interference, the target is well 

tracked, and there is no loss of tracking target. 

 The experimental data processing is mainly to discuss the 

coordinates, regardless of the size of the tracking box. 

Generally speaking, the ordinate of its curve is the precision, 

and the abscissa is the threshold. Setting different thresholds, 

we can get different precision, and then according to Matlab, 

we can draw a curve. The higher the accuracy is, the better it 

is. Generally, the threshold is set at 20 pixels. Here we mainly 

focus on 0-20 pixels, that is, a small threshold means better 

tracking when the distance is closer, The Fig.9 shows 

difference of abscissa of center point. It means the pixel 

difference between the abscissa of the center point of the 

original tracking object and the center point of the tracking 

frame. 

 The Fig.10 shows difference of ordinate of center point. It 

means the pixel difference of the ordinate between the center 

point of the original tracking object and the center point of the 

tracking frame. 

 Then, this paper carries on the entity experiment, when 

controlling the amphibious spherical robot movement, the 



movement range of the robot should not be too large, otherwise 

it is easy to make the target out of the screen range, causing 

false detection, because Camshift algorithm also has a return 

value when there is no real target. Therefore, the movement 

interval of the robot should not be too large or too small. After 

repeated experiments and debugging, the robot can carry out 

tracking experiments. 

 
Fig.9 The difference of abscissa of center point. 

 
Fig.10 The difference of ordinate of center point . 

 

(a)                         (b)                             (c) 

  

             (c)                           (d)                            (e) 

Fig.11 The result of target recognition by raspberry. 

 This paper uses raspberry to install opencv environment to 

program the Camshift algorithm, uses Python environment 

language, and builds the tensorflow environment, so that the 

target recognition before target tracking is accurate, and then 

target tracking is carried out. When raspberry detects the target, 

the target distance is determined by the size of the target box in 

the whole screen, and then the target box is used to track the 

target When the target frame is on the left or right side of the 

screen, raspberry transmits a signal to STM32 to control the 

steering gear to rotate and adjust the position, so that the target 

frame is in the center of the screen to complete the drive. 

 In order to view the effect more conveniently, as shown in 

Fig.10, we use the rectangular box to label the two ball 

spherical robot. At the same time, we use the circular box to 

label the target object. After the verification of experiments, we 

carry out the comparison of multiple groups of experiments, 

which proves the feasibility of the target recognition algorithm. 

 Fig.11 shows the experimental results. Where a, b and c 

represent the robot's tracking experiment in the right front of 

the target. Where d, e and f represent the robot's tracking 

experiment in the left front of the target. 

 According to the experiment of the above pictures, we can 

see the credibility of the target recognition algorithm, and the 

Kalman filter plays a key role. The driver has been repeatedly 

debugged, so that the robot can run effectively. 

V. CONCLUSIONS AND FUTURE WORK 

This paper presents a target tracking system based on 

Camshift algorithm. To improve the accuracy and robustness 

of traditional Camshift algorithm in target tracking, an 

improved Camshift algorithm combined with Kalman filter 

was fused. The algorithm tracks the target features and solved 

the influence of the surrounding color.The Kalman filter was 

used to estimate the position of a specific target, which solves 

the problem of target tracking in marine autonomous rescue 

and target loss in aquaculture water target tracking. The 

experimental results showed that the improved algorithm 

achieves the desired effect in target tracking, had high accuracy 

and robustness, and could be widely used. In the future, we will 

continue to improve the accuracy of the algorithm and reduce 

the recognition delay, and carry out repeated verification and 

comparative experiments. 
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