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 Abstract –As a part of China's territory, the wide sea not 

only represents China's powerful territorial power, but also 

contains incomparably rich Marine resources.And the vast area 

of the sea has led to a lack of inadequate maritime supervision. 

The abundant fishery resources are one of the important 

economic sources of China, but the law enforcement of ocean 

and fishery has long been plagued by the contradictions among 

the wide sea area, long coastline, large number of fishing boats in 

fishing ports, difficult management and limited law enforcement. 

It is difficult to achieve full-time, all-directional and all-coverage 

control.Relying on the existing Marine and fishery law 

enforcement personnel, vehicles and vessels, equipment and so 

on, it is difficult to achieve sufficient and effective law 

enforcement supervision.At present, the combination of UAV 

technology and target detection has a wide application prospect, 

providing a new technical means for Marine and fishery law 

enforcement. In this paper, the improved YOLO V5 algorithm is 

configured on the Unmanned Aerial Vehicle （UAV） to further 

improve the work efficiency of the UAV.Compared with the 

initial YOLO V5, the paper changed the 3-scale feature 

extraction of Neck end into 4-scale feature extraction. By 

integrating more shallow feature information of more scales, the 

feature expression ability of path aggregation network was 

enhanced, the detection accuracy of small targets was improved, 

and the missed detection rate was reduced.At the same time, the 

improvement of boundary box detection function and 

non-maximum suppression NMS improves the research of target 

recognition and target overlapping detection.Finally, the training 

results show that the improved YOLO V5 can further improve 

the effectiveness of UAV Marine fishery law enforcement.  

 Index Terms –UAV, Marine law enforcement, YOLO V5,  

Feature extraction. 

 

I. INTRODUCTION 

In recent years, in order to maintain the order of Marine 

and fishery management, the ocean and fishery law 

enforcement agencies at all levels have strengthened publicity 

and cooperation[1], and the overall order of Marine and 

fishery management has been stable. However, it is difficult 

to achieve full-time, all-directional and comprehensive law 

enforcement supervision, and illegal activities such as "illegal 

fishing", "illegal farming" and "illegal reclamation" occur 

from time to time to rely on the existing Marine and fishery 

law enforcement personnel, law enforcement vehicles, law 

enforcement vessels and law enforcement equipment. At 

present, the rise of UAV technology and the application of 

target detection algorithms provide new technical means for 

marine and fishery law enforcement. 

UAV are being used more and more widely in the ocean. 

The North Sea Technical Support Center of the State Oceanic 

Administration (SOA) and The Aerospace Star Technology 

Co., Ltd. have carried out UAV flight work for ocean 

monitoring and island exploration[2].It provides an important 

basis for maritime surveillance and law enforcement. 

The North Sea Forecast Center of the State Oceanic 

Administration uses UAV to conduct terrain mapping and 

environmental exploration at sea[3]. In the sea ice monitoring, 

the UAV is equipped with YOLO V5 detection algorithm, 

which can comprehensively monitor the movement track of 

icebergs and ice floes, which can not only improve the effect 

of surveying and mapping, but also realize the safety 

monitoring of airlines. 

Tianjin Key Laboratory of Intelligent Remote Sensing 

Information Processing Technology Enterprises applied UAV 

remote sensing technology to marine resources supervisio[4]. 

The matching target detection algorithm is used for coastal 

and Marine supervision, island supervision, aquaculture zone 

supervision, ship target identification, marine pollution 

supervision and so on.It makes full use of UAV advantages 

and play a positive role in protecting the ocean. 



UAV are widely used in the ocean.In this paper, an UAV 

equipped with the improved YOLO V5 algorithm is used for 

marine fishery law enforcement inspection, which improves 

the law enforcement efficiency.This paper mainly consists of 

the following parts: The first part is the introduction, the 

second part is the introduction of the platform, the third part is 

the brief introduction of YOLO V5 algorithm, the fourth part 

is the introduction of its improvement, as well as the 

comparison of the two algorithms and the final summary. 

II. THE PLATFORM OF UAV INSPECTION SYSTEM  

The platform uses quadrotor UAV as inspection 

tool.Patrol was conducted by carrying a raspberry pi 

equipped with camera and improved YOLO V5 algorithm on 

the UAV. UAV system can assist the fishery law enforcement, 

in suspected illegal activities or high-risk areas, in high 

altitude area and relatively area for the surveillance video, 

collecting fishery illegal evidence, accurate in detecting 

fishing boats and related personnel behavior whether there is 

any violation behavior, reducing the leak rate and rate of 

overlap. The law enforcement vessel can judge whether the 

fishing boat and relevant personnel violate laws and 

regulations by relying on the evidence obtained, make precise 

policies and quickly carry out the next administrative law 

enforcement. At the same time, the use of  UAV with 

warning or commanding voice recordings can be used to call 

out illegal fishing boats, improving the deterrence of fishery 

administrative law enforcement. The system platform is 

shown in Figure 1. 
 

 
 

Fig. 1  UAV inspection system 

The system framework of this paper is shown in figure 2. 

It can be seen that the Raspberry Pi system equipped with 

improved YOLO V5 algorithm is carried on the UAV, and the 

content captured is detected and analyzed by the camera, and 

then transmitted to the ground statio[5].The next step will be 

carried out according to the detected content. If illegal or 

irregular behaviors are detected, law enforcement personnel 

can remotely control the UAV to carry out warning expulsion 

or other administrative law enforcement action[6]. 

 

 

 

 
 

Fig. 2 System framework diagram 

III. THE YOLO V5 FRAMEWORK  

 In recent years, Redmon et al. proposed a new zone-free 

object detection method called YOLO (You Only Look 

Once).As a unified, real-time detection framework, YOLO 

detection speed is very fast.YOLO uses a single convolutional 

network to predict the position and type of bounding frame 

directly based on the whole image. Firstly, the YOLO model 

of a picture is adopted to reduce the repeated detection of the 

same target by adopting spatial constraints, which greatly 

improves efficiency and can achieve real-time results. As a 

new member of the YOLO family, YOLO V5 is a good 

choice for UAV target detection. Its network structure is 

mainly composed of four parts: input terminal, backbone, 

neck and prediction. 

The input terminal includes Mosaic data enhancement, 

image scaling and adaptive anchor frame. The Mosaic data 

enhancement method can effectively improve the detection 

effect of small targets, and is suitable for detection objects 

with small targets. 

Backbone feature extraction network, including CSP 

structure and the newly added Focus structure.Two kinds of 

CSP structures are designed in YOLO V5[7-8]. The CSP1 _X 

structure is applied to Backbone network, and the other CSP2 

_X structure is applied to Neck.In Focus structure, the key is 

the slicing operation and the original image of 640*640*3. 

First, four copies are copied, and then the four images are cut 

into four slices of 320*320*3 through the slicing operation. 

Then Concat is used to connect the four slices in depth, and 

the output is 320*320*12.The output of 320*320*32 is 

generated through the convolution layer with 32 convolution 

cores. Finally, the result is input to the next convolution layer 

through Batch_norm and Leaky_ReLU.It improves the 

receptive field of each point on the feature map, reduces the 

loss of original information and reduces the amount of 

calculation to accelerate the detection speed. 

PANet structure is adopted in Neck structur[9-10], which 

is composed of FPN+PAN structure.PAN carries out 

up-sampling and fusion of feature images in a top-down 

manner. The structure of PANet is shown in the figure below: 

 



 
Fig. 3  PANet structure 

    At the output end, YOLO V5 adopts GIoU_Loss as the 

loss function, and adopts weighted NMS to solve the problem 

of inaccurate detection caused by serious 

occlusion.GIoU_Loss is shown in Equation (1) : 
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Where b ,
gtb represents the center point of the 

prediction frame and the target frame respectively, ( ).ρ  

represents the Euclidean distance, and c  represents the 

diagonal distance of the minimum peripheral matrix that can 

contain both the prediction frame and the real 

frame.Meanwhile, YOLO V5 uses FPN+PAN structure to 

finally form three feature layers of different scales to predict 

the target to be detected. The 640*640 resolution image is 

taken as input, and the three feature maps of 20*20, 40*40 

and 80*80 scale specifications are output. This detection 

method using multi-scale feature fusion has good robustness 

in detecting targets of different sizes in images. However, 

only using feature layers of three scales for prediction can not 

fully utilize the underlying feature information, which will 

lead to the loss of small target location information and is not 

conducive to the detection of small objects. 

Aiming at the shortcomings of YOLO V5, in order to 

effectively improve the efficiency of Marine fishery law 

enforcement, the paper partially improves the YOLO V5 

algorithm[11], and verifies the effectiveness of the improved 

part through training. 

IV. IMPROVED PARTS OF YOLO V5 

With YOLO V5 on the UAV, multiple targets can be 

detected, which is one of the effective means of Marine 

fishery law enforcement. However, when the UAV is flying in 

the air, the target under the lens becomes "small" due to the 

height problem, so it is possible to miss some targets. 

Therefore, the original 3-scale feature extraction of yolo v5 is 

extended to 4-scale feature extraction to integrate more 

shallow feature information, which improves the feature 

expression ability of the path aggregation network[12-13], 

improves the accuracy of detecting small targets and reduces 

the missed detection rate. At the same time through the 

improvement of boundary box detection function and 

non-maximum suppression nms to improve the target 

recognition effect and target overlapping detection effect.To 

further improve the effectiveness of drone Marine fisheries 

law enforcemen[14-15].  

A. Improvement of neck end 

The original yolo v5 detects the target object through 

feature maps of three different scales, and outputs feature 

maps of three scales with specifications of 20*20, 40*40 and 

80*80 respectively. However, the shallow information is not 

fully utilized by only using the features of three scales, which 

will lead to the loss of some small target 

information.Therefore, for the improvement of YOLO V5 

network, the original 3-scale detection is expanded to 4-scale, 

forming 4 detection branch structures, as shown in Figure 4. 

The input size is 640*640, and each branch extracts features 

from Backbone network respectively. The deep feature maps 

extracted from the backbone network are up-sampled in FPN 

and fused with the corresponding size of the early stage of the 

network into valid information, thus realizing concat 

connection operation. However, there is a problem in FPN 

network. It is difficult for shallow feature graph to fuse with 

high-level feature graph when transferring information to 

deep layer. Therefore, PAN network structure is implemented 

on the basis of FPN feature pyramid network, and a 

bottom-up path is added. The fusion feature images in FPN 

network are continued to be sampled and fused from bottom 

to top to achieve reverse fusion of feature images, so that 

richer feature information can be obtained.The bottom-up 

path of PAN structure is used to fuse the fused feature images 

in FPN network from bottom to top again and perform 

down-sampling operation to realize reverse fusion of feature 

images. Finally, independent detection is performed on the 

fused feature images of four scales.The improved multi-scale 

fusion can learn the strong location features from the shallow 

feature layer, and the bottom-up path of PAN structure can be 

fused again so that the deep features can be detected more 

accurately. The feature expression ability of path aggregation 

network (PANet) is enhanced by integrating shallow feature 

information of more scales, and the detection accuracy of 

small targets is improved and the missing rate is reduced. 

 
Fig. 4  The multi-scale feature fusion method of PANet was improved 



B.  Improvement of boundary box detection loss 

GIoU_ Loss function is used in IoU_ Los function in 

original yolo v5 algorithm. The Loss function of target 

detection task is generally composed of Classificition Loss 

(classification loss function) and Bounding Box Regeression 

Loss(regression loss function)[16].Recent regression 

functions of target box mainly include IOU_Loss, 

GIOU_Loss, DIOU_Loss and CIOU_Loss. 

 

 
Fig. 5  IoU loss function diagram 

 

As shown in fig 5, when the two boxes overlap 

completely, 
1IoUX =

;When the intersection of the two 

boxes is empty, 
0IoUX =

;When the two boxes overlap, the 

value of IoUX
is between 0 and 1.However, when the 

intersection of the two boxes is 0, no matter how far apart the 

two boxes are, the value of the IoU loss function is equal to 0, 

which cannot represent the loss in this case. GIoU derived 

from IoU means that the minimum closure area of the two 

boxes is calculated first, that is, the overlap of the two 

boxes.Divide the absolute value of the ratio of C  to 

A B∪  by the absolute value of C  to get the specific 

gravity of the region in the closure region that does not belong 

to the two boxes. Finally, calculate the difference between 

IoU and specific gravity to get the value of G.In the case that 

the two boxes approach to overlap indefinitely 

1GIoU IoUX X= = . 

 

 
Fig. 6  GIOU loss function diagram 

 

When IoU  loss function is adopted, when two boxes 

do not coincide, no matter how big the gap is, the loss 

function is 0. Different from IoU , GIOU algorithm not only 

focuses on the size of the overlap area of two boxes, but also 

adds the non-overlap area[17], so YOLO V5 avoids the above 

problems.However, when GIOU_Loss contains two boxes, 

GIOU_Loss will degenerate into IOU_Loss and GIOU_Loss 

needs many iterations to converge. Considering the 

shortcomings of GIOU, CIOU_Loss is introduced. 

CIOU_Loss takes into account three important geometric 

factors: overlap area, center distance and aspect ratio in the 

regression function of the target box. The expressions are as 

follows: 
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Where, α is the weight, υ  measures the similarity of 

aspect ratio, 
, gtb b

respectively represent the center point of 

the prediction box and the target box, and the distance 

between them adopts the European distance 
ρ

. c represents 

the minimum skew of the bounding box that can contain both 

the prediction box and the target box. CIOU_Loss can directly 

minimize the distance between the center point of the 

prediction frame and the real frame to accelerate convergence. 

Meanwhile, it can also increase the detection of loss in 

different scales of the real frame, and increase the length and 

width loss, so that the whole prediction frame will be more 

completely consistent with the real frame.So CIOU_Loss 

instead of GIOU_Loss, the effect will be better. 

C.  Non - maximum suppression improvement 

In the final processing stage of the target detection 

algorithm, non-maximum suppression (NMS) algorithm is 

usually required to select the target box for multi-target box 

screening. In addition, one step of the NMS algorithm is to 

calculate the current maximum score box and the IOU size of 

other boxes. For this step, change the calculation of the 

IOU.Traditional NMS is mainly used to filter prediction boxes. 

The IOU index is used to suppress redundant prediction boxes. 

However, overlapping parts may cause error information.The 

prediction frame to suppress redundancy should consider not 

only the overlapping part but also the center distance between 

the prediction frame and the target frame.DIOU considers 

both.Therefore, the original network NMS is changed to 

DIOU, so in the network detection for overlapping multiple 

targets, the detection effect of DIOU is significantly better 

than that of the traditional NMS algorithm, as shown in the 

figure, and the formula is shown below. 
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Where, IoU  represents the intersection ratio between 

the prediction box and the target box, ε  represents the nms 

threshold, and ik  represents the classification score of each 

different categor[18-19]. 

V. COMPARATION OF THE TWO ALGORITHMS BEFORE AND 

AFTER IMPROVEMENT 

A. The experimental set up 

In order to compare the advantages and disadvantages of 

the two algorithms, we need to establish experimental analysis. 

Firstly, we found 500 pictures of fishing boats from the 

internet, and then used Labelimg image annotation tool to 

mark the images. After the data set is acquired, training is 

performed and then comparative analysis is performed. In 

addition, the specific process of UAV patrol is shown in Fig 7. 

A camera-equipped UAV (shown in Figure 1) patrols through 

the air, and the camera takes pictures of the sea surface. 

Raspberry Pi detect and analyze the content captured by the 

camera, and then transmitted to the ground station. According 

to the detected content, the staff determines whether there is 

any illegal or irregular behavior of fishing vessels. If there are 

violations, law enforcement officials will use the UAV to 

enforce the law. If not, it keeps the UAV to patrol. 

  
Fig. 7  Detection process   

B. Experimental results and analysis 

Through data training, we can get a comparison between 

the two algorithms for image detection in the same state. The 

following image is the result of image detection under original 

YOLO V5. The image detection results are as follows. 

 
Fig. 8  Small target detection results  

 
Fig.9  Overlapping target detection results 

The following two pictures are the detection results of 

the target after improved YOLO V5. The image detection 

results are as follows： 

 
Fig. 10  Small target detection results 

 
Fig. 11  Overlapping target detection results 

Through training, we have obtained target detection in 

the same state by the two algorithms before and after the 

improvement. According to the comparison between Figure 8 

and Figure 9, it can be seen that the improved detection 

algorithm can detect small targets not detected in the original 

figure.According to the comparison between Figure 10 and 11, 

it can be seen that the improved detection algorithm can 

detect the overlapping targets in the original figure.In addition, 

the data pairs of the two algorithms before and after 

improvement are shown in Table 1. Although the recall rate 

did not improve, the precision and map increased by 4.4% and 

2.9% respectively..Precision is a measure of the percentage of 

results that are correct for all positive samples.It represents 



the total number of targets correctly predicted by the model in 

the total number of predicted targets. Recall measures the 

percentage of all positive samples that are predicted to be 

correct. It represents the total number of targets correctly 

predicted by the model in the total number of predicted targets. 

Ap is used to calculate the average accuracy of a single class 

model. 
TABEL 1 

COMPREHENSIVE INDEX TEST RESULTS 

Model                 P%             R%             Ap%           

Yolov5           94.5%            91.7%          91.3%          

Improved 

yolov5     
98.9%                91.7%              94.2%          

 

VI. CONCLUSIONS  

In order to solve the problem of Marine fishery law 

enforcement, the law enforcement has been trapped in the 

contradiction between wide sea area, long coastline, large 

number of fishing boats in fishing ports, difficult management 

and limited law enforcement power.In this paper, the 

improved YOLO V5 algorithm is used to assist law 

enforcement personnel in Marine law enforcement 

inspection.By changing the initial 3-scale feature extraction of 

YOLO V5 Neck end into 4-scale feature extraction, the 

shallow feature information of more scales is integrated, the 

feature expression ability of path aggregation network is 

enhanced, the detection accuracy of small targets is improved, 

and the missed detection rate is reduced.At the same time, the 

improvement of boundary box detection function and 

non-maximum suppression nms improves the research of 

target recognition and target overlapping detection.Finally, 

the training results show that compared with the original 

algorithm, although recall is not improved, precision and map 

are improved by 4.4% and 2.9% respectively, which can 

further improve the efficiency of UAV marine fishery law 

enforcement. 
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