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Abstract— Surface electromyography (sEMG) has great appli-
cation potential in upper extremity rehabilitation exoskeleton.
The accurate identification of elbow motion angle is crucial for
the SEMG-controlled upper limb exoskeleton rehabilitation sys-
tem. However, the existing high intersubject variability in sSEMG
limits the generality of the model built through learning algo-
rithms among different subjects. Aiming at the above problem,
a feature selection method based on a two-stage genetic algorithm
(GA) is proposed for the accurate user-independent estimation
of continuous movements. And the information theory-based
minimum redundancy maximum relevance criterion serves as
the fitness function to evaluate the goodness of subsets. The
effectiveness of the proposed method is verified by estimating the
motion angle of the elbow joint using the collected SEMG data of
six participants. The prediction performance is compared with
that before the two-stage GA-based feature selection (TS-GAFS),
and different metrics and statistical analyses are adopted to
evaluate the results. The estimation angle error calculated after
TS-GAFS is controlled within 10°, which shows the feasibility of
the proposed method for the accurate user-independent estima-
tion of continuous joint movements.

Index Terms— Continuous estimation, feature selection, infor-
mation theory, intersubject variability, surface electromyography
(sEMG), two-stage genetic algorithm (GA).

I. INTRODUCTION

WITH the continuous improvement in medical sci-
ence, the average life expectancy gradually increases,
increasing the size of the older population, which in turn is

Manuscript received 7 November 2022; revised 23 March 2023;
accepted 2 May 2023. Date of publication 15 May 2023; date of current
version 1 June 2023. This work was supported in part by the National Natural
Science Foundation of China under Grant 61703305, in part by the National
High-Tech Research and Development Program (863 Program) of China under
Grant 2015AA043202, and in part by the Special Project of Science (SPS)
KAKENHI under Grant 15K2120. The Associate Editor coordinating the
review process was Dr. David Ayllon. (Corresponding author: Shuxiang Guo.)

This work involved human subjects or animals in its research. Approval
of all ethical and experimental procedures and protocols was granted by
the Institutional Review Board (IRB) in the Faculty of Engineering Kagawa
University under Ref. No. 01-011 from February 2020, and performed in line
with the Declaration of Helsinki.

He Li, Dongdong Bu, and Hanze Wang are with the School of Life
Science and the Key Laboratory of Convergence Biomedical Engineering
System and Healthcare Technology, The Ministry of Industry and Information
Technology, Beijing Institute of Technology, Beijing 100081, China (e-mail:
lihe @bit.edu.cn).

Shuxiang Guo is with the School of Life Science and the Key Laboratory of
Convergence Biomedical Engineering System and Healthcare Technology, The
Ministry of Industry and Information Technology, Beijing Institute of Tech-
nology, Beijing 100081, China, and also with the Department of Electronic
and Electrical Engineering, Southern University of Science and Technology,
Shenzhen, Guangdong 518055, China (e-mail: guoshuxiang@bit.edu.cn).

Digital Object Identifier 10.1109/TIM.2023.3276522

accompanied by a rise in the numbers of geriatric diseases
and complications. One such geriatric disease is stroke [1],
causing motor impairments and disability in more than half of
the patients. And upper limb hemiparesis is one of the primary
impairments following the stroke, which leads to stiffness
and weakened muscular strength on the hemiplegic side, then
consequently reduced range of motion (ROM), and finally
negatively affecting the activities of daily living (ADL) [2].
Upper extremity hemiparesis brings not only pain to patients,
but also a heavy burden on families. Based on the remolding
theory of brain injury, nerve stimulation through rehabilitation
training can increase automatic nerve repair [3]. Therefore,
timely rehabilitation training is necessary.

Traditional rehabilitation therapy has a positive impact
on the recovery of stroke hemiplegia, but this one-on-one,
repeatable, and labor-intensive rehabilitation therapy leads
to a serious shortage of rehabilitation therapists; patients’
families need to bear heavy economic pressure, so it cannot
guarantee the effectiveness of long-term rehabilitation therapy.
But with the development of robotics, robots can undertake
highly repetitive and high-precision work, and rehabilitation
robots combining robotics and rehabilitation medicine can
well-solve the problems faced by the traditional rehabilitation
therapy [4], [5]. For hemiplegic patients, the upper limb
exoskeleton device has been successfully combined with some
rehabilitation training strategies, such as the bilateral rehabil-
itation strategy that uses the contralateral side to drive the
affected side to perform synchronous movements [6], [7], [8].
During bilateral training, surface electromyography (SEMG)
as a noninvasive approach can be used to extract the motion
information of the intact side. Due to the inherent intuitiveness
and effectiveness of SEMG [9], the exoskeleton device worn
by the affected side can be controlled by sEMG of the intact
side.

The noninvasive and easily acquired SEMG method makes it
possible to provide control signals to the exoskeleton [10] even
if the limb does not move, as long as there are SEMG signals,
which allows elderly people with weak muscle strength to
exercise by wearing exoskeletons. Hence, taking SEMG as the
control signal is almost tailor-made for upper limb rehabilita-
tion exoskeletons. However, there still exist some shortcom-
ings of the using of SEMG, in which intersubject variability
is one typical representative. Since SEMG signals have a user-
specific nature, causing the amplitude and frequencies to be
highly variable among different subjects [11], that is, high
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intersubject variability is inevitable. Li et al. [12] evaluated
the influence of intersubject variability for elbow continuous
motion through a shallow neural network. To reduce the error
from individual differences, Yang et al. [13] built models
for each user. However, there exists a too large workload in
this method. Once a new user is added, enough data from
this user need to be collected to train a new model for it.
To extract the most suitable features from the accelerometer
data, Saputri et al. [14] proposed a feature selection method
by analyzing features based on subject and activity behavior.
However, it aimed to use acceleration data for activity recogni-
tion without involving SEMG signals at all. Xiong et al. [15]
proposed a user-independent gesture recognition approach
based on SEMG decomposition. However, it is only aimed at
the classification of five discrete gestures and does not involve
the recognition of joint continuous motion. In summary, to the
best of authors’ knowledge, no one has proposed a fea-
ture selection method considering the intersubject variability
on sEMG for subject-independent estimation of continuous
movements.

In this article, a two-stage genetic algorithm (GA)-based
feature selection (TS-GAFS) method is proposed. The
TS-GAFS method is the extension of the GA algorithm,
which further considers the demand for subject-independent
prediction of continuous motion. Through feature selection,
relatively stable features among different subjects can be
selected to improve the prediction performance. In detail, time-
domain (TD) features of SEMG are selected according to the
proposed TS-GAFS method. The selected subject-independent
feature subset is the input of the neural network to predict
continuous movements of elbow joints. Further, quantitative
analysis realized through evaluation criteria and Bland—Altman
(B&A) plot is performed. It can be demonstrated through the
experiments that the model established after feature selection
has a better estimation effect compared with that before feature
selection, which shows the effectiveness of our proposed
TS-GAFS method for user-independent continuous estimation
of joint movements. The main contributions are as follows.

1) Considering the intersubject variability of SEMG, the
TS-GAFS method is proposed to extract the common
feature subset among different subjects.

2) Based on the proposed method, the subject-independent
estimation of continuous movements is realized, which
verifies the validity of the method.

The rest of this article is organized as follows. The
experimental scheme is described in Section II. The pro-
posed method for subject-independent continuous estimation
of elbow angle is elaborated in Section III. The results and
discussion of this study are reported in Section IV. Finally,
the conclusion and future work are drawn in Section V.

II. EXPERIMENTAL SCHEME

A. Participants and Experimental Paradigm

In this article, six healthy subjects (four males and two
females, denoted as subjects A-F, respectively) are chosen. All
the participating subjects have no musculoskeletal disorders.
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Fig. 1. Schematic of SEMG acquisition.
Before the experiment, all participating subjects are informed
of the experimental procedure and given informed consents.
Before the signal acquisition, subjects are told that their
upper and forearms should be relaxed to avoid muscle tension,
which could introduce shifts. To ensure that the upper limb
moves with only one degree of freedom (the vertical plane),
the subject’s wrist should be kept along with the forearm.
The forearm starts in the natural sagging position, moves
around the elbow joint, and then returns to the natural sagging
position. Continue the above motion for one minute. Each
subject repeats the experimental procedure five times with
two-minute rest between two adjacent experiments to avoid
muscle fatigue. Since the sampling frequency of Myo armband
is 200 Hz, the number of sampling points is 12 000 for each
subject in each time of experiments.

B. Experimental Setup

Each subject’s sSEMG data is acquired using Myo armband
(Thalmic Labs, Canada), which is a commercially available
device [16]. The acquisition schematics of SEMG are shown
in Fig. 1. During the experiment, Myo is worn at the same
location of each user’s upper arm as the fourth-channel sensor
of Myo armband corresponds to the biceps brachii. The
SEMG data are sampled at 200 Hz and then directly streamed
to the workspace of MATLAB (2020b, MathWorks, USA)
using a custom-written script through Bluetooth communica-
tion. Besides Myo armband, an angle sensor (JY901, WIT
motion, sampling frequency: 20 Hz) is tied on the forearm
to record the actual angle that is considered as the target
value.

C. Channel Selection of Myo Armband

The number of channels affects the prediction performance
of sEMG data acquired by Myo armband. Channel selection
for sSEMG signal is a very important task, which can reduce
information redundancy and then improve the speed and
accuracy of later modeling. According to [17], the suggested
number of channels is 3 that is the channel number adopted
in this article, and the three channels are the fourth channel,
the seventh channel, and the first channel, respectively. The
fourth channel and the seventh channel are selected according
to the position of biceps and triceps brachii, that is, the
fourth channel and the seventh channel collect the SEMG
signals corresponding to the two muscles, respectively. The
first channel is selected according to the mutual information
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concept (maximum synergy and minimum redundancy), that
is, the average redundancy degree of the first channel and
the jth channel (j = 4, 7) is the smallest compared to other
channels (second, third, fifth, sixth, and eighth channels). Take
the SEMG data of subject A as an example (the data of other
subjects have the same conclusion), and Table I shows the
calculation results of redundancy. As can be seen from Table I,
the first channel has the lowest redundancy degree with the
fourth channel and the seventh channel.

III. METHODS

The overall schematic of the proposed method for con-
tinuous estimation of elbow angle is illustrated in Fig. 2.
The first step (step B) is the preprocessing of the raw
SEMG acquired according to the above experimental scheme.
The second step (step C) is the feature extraction based
on time-domain features. The third step (step D) is the
feature selection method for subject-independent continuous
angle estimation using GA. The learning process for angle
regression is done in the fourth step (step E) using a neu-
ral network, based on selected features. Finally, evaluation
criteria and a statistical approach are used to evaluate the
results.

A. Preprocessing of sSEMG Signal

Raw sEMG is a very weak and vulnerable biological signal.
To obtain high-quality signals, the data preprocessing step is
indispensable. The SEMG has been normalized to [—1 1] and
filtered at 50 Hz through the software development kit of Myo.
Hence, a high-pass filter (fourth-order Butterworth) at 20 Hz
is then applied to the signal to remove direct current offsets
and the low-frequency noises.

B. Feature Extraction

Because sEMG is highly nonstationary, to ensure the con-
tinuity of the features, the combination of the time window
and incremental window is used for feature extraction, and
the schematic of the sliding window approach is shown in
Fig. 3. Considering the real-time requirements of human-robot
interfaces (HRIs), the length of time window cannot exceed
300 ms [18]. In this article, the window length is 250 ms (the
corresponding sampling point number is 50) with an increment
of 100 ms (the corresponding sampling point number is 20).
Therefore, the number of sliding windows for each subject in
each time of experiments is 598, as calculated by the following
equation:

1

Nwin =
Laga

(Nsam - Lwin + Ladd) (1)

Authorized licensed use limited to: BEIJING INSTITUTE OF TECHNOLOGY. Downloaded on June 03,2023 at 13:31:51 UTC from IEEE Xplore. Restrictions apply.



6502909 IEEE TRANSACTIONS ON INSTRUMENTATION AND MEASUREMENT, VOL. 72, 2023
TABLE II
NOTATION OF THE 23 TD FEATURES
F1 F2 F3 F4 F5 F6 F7 F8 F9
1AV MAV RMS SSC ZC ARC KURT LogD MarginFac
F10 F11 F12 F13 F14 F15 Fl16 F17 F18
MAX MEAN MIN NZM PeakFac PK PulsFac SKEW SSI
F19 F20 F21 F22 F23
STD VAR WA WavFac WL

where Nyin, Nsam> Lwin, and Laqq represents the number of
sliding windows for each subject in each time of experiments,
the number of sampling points for each subject in each time of
experiments, the window length, and the window increment,
respectively.

Based on the segmented sliding window, different features
are extracted from each window to build a feature vector [19],
which is used to estimate the angle of joint movements.
Thus far, TD features, frequency-domain (FD) features, and
time—frequency domain (TFD) features have been widely
adopted for sSEMG signal processing [19], [20]. Considering
that TD features are closely associated with SEMG amplitude,
which directly reflects the angle information. Therefore, 23
TD features are extracted in this article, and the full name of
these features is recorded in the Appendix, corresponding to
F1-F23, respectively, as shown in Table II.

C. Proposed TS-GAFS Method

The main purpose of feature selection is to select rele-
vant features from all features or remove irrelevant features
and redundant features without losing important information.
Feature selection has a high impact on the effect of angle
estimation; a subset of the available features can be selected for
the application of learning algorithms [20], [21]. After feature
selection, the curse of dimensionality can be avoided, and the
estimation accuracy can be increased. Furthermore, in most
applications, the use of feature selection can reduce the cost
of the system.

According to the combination of subset evaluation criteria
and the subsequent learning algorithm, feature selection can be
divided into three categories: embedded method, filter method,
and wrapper method. In the embedded method, the feature
selection algorithm itself is embedded as part of the learning
algorithm. The evaluation criteria of the filter method are
obtained from the inherent properties of the dataset itself, inde-
pendent of specific learning algorithms, so it has a good uni-
versality to different learning algorithms. The wrapper method
uses the performance of the learning algorithm to evaluate
the features themselves. Therefore, embedded and wrapper
methods lack generalization ability due to their reliance on
a specific learning algorithm. When modifying the estimator
embedded in the wrapper and embedding methods, the selected
subset of features may not be suitable, and thus, the feature
selection process needs to be repeated. Based on the above,
considering the generality of feature subsets, the filter method
is adopted in this article.

The GAFS method is adopted in this article, and the
information theory-based minimum redundancy maximum rel-
evance (MRMR) criterion [22] is used as the fitness function to
evaluate the feature subsets. GA evaluates features by selecting
feasible individuals from the population to find the maximum
fitness of the population; then, the genetic information is used
to generate a new optimal population of solution. GA can
effectively reduce the possibility of inevitably falling into local
optimum in practical optimization problems [23]. The princi-
ple of GA that consists of two basic operations (crossover and
mutation) is to use GA to find an optimal binary code. And
each bit in the code corresponds to a feature, if the ith bit
is “1,” it means that the corresponding feature is selected [as
shown in (2)], and the feature will appear in the estimator; if
the ith bit is “0,” it means that the corresponding feature is
not selected [as shown in (2)], and the feature will not appear
in the estimator

1, if the feature is selected
07

Based on the aim that finding the feature subset that is most
appropriate for angle estimation among different subjects, the
TS-GAFS method is proposed in this article, in which the
first stage is based on each subject, and the second stage is
based on all subjects. The following describes the two stages,
respectively.

In the first stage of the TS-GAFS method, the features of
each subject are analyzed, respectively, and the features that
have a high impact on the motion angle for each subject can
be determined. The specific steps are as follows: for each
subject, use the GAFS algorithm to select ten features, run
the algorithm five times, and take the union of the results of
the five runs as each subject’s feature subset, as recorded in
Table III. Perform the above steps for each subject to obtain the
feature subset of each subject, and finally take the intersection
of these feature subsets of all subjects to determine the final
feature subset of the first stage, as recorded in Table IV. The
feature subset selected in this stage serves as the input for the
second stage that follows.

In the second stage of the TS-GAFS method, the features
of all subjects are analyzed comprehensively. The features that
are used as the input in this stage are the feature subsets
determined in the first stage. The specific steps are as follows:
run the GAFS algorithm five times using the samples of all
subjects, and take the intersection of the results of the five
runs as the final feature subset of all subjects, as recorded
in Table V. Through the above process, the most common

2

gene index .
otherwise.
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TABLE III
FEATURE SELECTION RESULTS FOR EACH USER IN THE FIRST STAGE

User Times Features
1 2 3 4 5 6 7 8 9 10 11 12 13
I F1 F2 F7 F9 F10 F16 F18 F19 F20 F23
2nd F2 F3 F9 F10 F14 F16 F18 F19 F22 F23
User 3 F1 F2 F3 F7 F9 F10 F16 F18 F20 F23
A 4th F2 F3 F9 F10 F14 F16 F18 F19 F22 F23
5t F1 F2 F9 FI0 F14 Fl16 F18 F19 F20 F22
Union F1 F2 F3 F7 F9 F10 F14 F16 F18 F19 F20 F22 F23
I F1 F2 F3 F7 F9 F10 F16 F18 F19 F20
2nd F2 F3 F7 F8 F9 F15 F16 F18 F19 F20
User 34 F1 F2 F3 F7 F9 F10 F16 F18 F19 F20
B 4th F1 F2 F3 F7 F9 F10 F16 F18 F19 F20
5t F1 F2 F3 F7 F9 F10 Fl16 F18 F19 F20
Union F1 F2 F3 F7 F8 F9 F10 F15 F16 F18 F19 F20
I F1 F2 F7 FI0 F14 F16 F18 F19 F20 F22
2nd F2 F7 F9 F10 F16 F18 F19 20 F22 F23
User 34 F1 F2 F7 Fl4 F15 F16 F18 F19 F20 F22
C 4th F1 F7 F9 F10 F16 F18 F19 F20 F22 F23
5t F2 F7 F9 FI0 F16 F18 F19 F20 F22 F23
Union F1 F2 F7 F9 F10 F14 F15 F16 F18 F19 F20 F22 F23
I F2 F7 8 F9 F10 F16 F18 F19 F20 F23
2nd F1 F2 F7 F8 F9 F10 F16 F18 F19 F20
User 3 F1 F2 F7 F9 F10 F16 F18 F19 F20 F23
D 4th F1 F2 F7 F8 F9 F10 F16 F18 F19 F20
5t F1 F2 F3 F7 F9 F10 Fl16 F18 F20 F23
Union F1 F2 F3 F7 F8 F9 F10 F16 F18 F19 F20 F23
I F1 F2 F7 F9 F10 F16 F18 F19 F20 F22
2nd F1 F2 F7 F9 F10 F16 F18 F19 F20 F22
User 34 F1 F2 F7 F9 F16 F18 F19 F20 F22 F23
E 4th F2 F7 8 F9 F10 F16 F18 F19 F20 F22
5t F1 F2 F7 F9 F10 Fl16 F19 F20 F22 F23
Union F1 F2 F7 F8 F9 F10 F16 F18 F19 F20 F22 F23
TABLE IV
FEATURE SELECTION RESULTS FOR ALL USERS IN THE FIRST STAGE
Users Features
1 2 3 4 5 6 7 8 9 10 11 12 13
User A F1 F2 F3 F7 F9 F10 F14 Fl6 FI8 F19 F20 F22 F23
User B F1 F2 F3 F7 F8 F9 F10  F15 F16 F18 F19  F20
User C F1 F2 F7 F9 F10 Fl14 FI15 F16  FI8 F19  F20 F22 F23
User D F1 F2 F3 F7 F8 F9 F10 F16 FI8 F19 F20 F23
User E F1 F2 F7 F8 F9 F10 Fl16 FI8 F19 F20 F22  F23
Intersection F1 F2 F7 F9 F10 Fl16 F18 F19 F20

features for all subjects can be determined. As shown in
Table V, five features (F1, F2, F16, F19, and F20) are
selected as the final feature subset. Then, the feature vector
can be constructed based on the selected Myo channel and
TD features. Specifically, the number of the selected Myo
channels is 3 (the first channel, the fourth channel, and the
seventh channel), and the number of the selected features is 5
(F1, F2, F16, F19, and F20). Based on the above, a 15-D
feature vector is constructed.

D. Modeling for Continuous Angle Estimation

After getting the most common feature subset for all sub-
jects, continuous motion estimation is the next step. In this

article, the back propagation neural network (BPNN) is used
for regression and prediction. The feature subset determined
from the proposed TS-GAFS method is the input of the
input layer of the BPNN. The number of input-layer nodes
is consistent with the dimension of the feature vector, that is,
the number of input-layer nodes is 15. According to the Kol-
mogorov superposition theorem, the number of hidden-layer
nodes should be 2n + 2, where n is the number of input-layer
nodes. Therefore, the number of hidden-layer units is set at
32. The number of neurons in each layer of the network and
the activation functions are recorded in Table VI. Through the
neural network, the estimated angles of elbow movements can
be calculated. Further to ensure that SEMG can be used as the
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TABLE V
FEATURE SELECTION RESULTS FOR ALL USERS IN THE SECOND STAGE
Times Features
1 2 3 4 5
18t F1 F2 Fl16 F19 F20
2nd F1 F2 Fl6 F19 F20
3 F1 F2 Fl6 F19 F20
4t F1 F2 Fl6 F19 F20
5th F1 F2 F16 F19 F20
Intersection F1 F2 F16 F19 F20
TABLE VI
PARAMETERS OF NEURAL NETWORK
Number of neurons Activation function Performance Training
Input Hidden Output Hidden  Output functi .
nction function
layer layer layer layer layer
15 32 1 tansig purelin MSE trainlm

control signal of HRIs, an eight-point sliding window is used
for filtering.

E. Evaluation Criteria

In this article, quantitative evaluation indicators of regres-
sion value (R), mean square error (MSE), and mean absolute
error (MAE) are used to evaluate the estimation performance.
In addition, B&A statistical method is also adopted for
analysis. MSE and R are the evaluation indicators in the
modeling process. MSE is the mean of the sum of squares
of the differences between the predicted value and the target
value, as shown in (3). R measures the correlation between
outputs and targets, and the larger the R, the closer the
relationship between the predicted values and the target values.
MAE is the average error between output angles and target
angles, as shown in (4). B&A plots are used to compare
the consistency between two measurement data (the estimated
angles and the target angles recorded by JY901)

N

1<,

MSE= - > (5 =)’ (3)
i=1
1 N

MAE = — > 15 — yil )
i=1

where y; represents the actual value at the ith sampling point
and y; is the estimated value at the ith sampling point, and N
is the total number of sampling points.

IV. RESULTS AND DISCUSSION

In this section, the models obtained through BPNN are
showed and discussed. To verify the effectiveness of the pro-
posed method in the application of continuous angle estimation
of elbow joints, the comparison of modeling and prediction
effect before and after TS-GAFS is provided.

A. Regression Effect Before and After TS-GAFS

In this study, a leave one-subject-out test method is adopted.
That is, subject A—subject F serve as the test set in turn.

Although the specific values of the evaluation indicators will
change with different test sets, the conclusion is the same in
each case. Therefore, normal one of the cases is taken as an
example for analysis; this kind of case is that subject F is used
as the additional test and subjects A—E are used for modeling.
The total SEMG segments are 14 950, as calculated by (5).
Samples are randomly divided into training, validation, and
test sets; the ratio is 70%:15%:15%. Therefore, the sEMG
segments of training set are 10 464, and the SEMG segments
of both test and validation sets are 2243. The regression values
of training, validation, and test sets are recorded during the
training process (Table VII). The regression plots before and
after TS-GAFS are shown in Fig. 4, respectively. As can be
seen from Table VII, R and MSE after TS-GAFS are all better
than that before TS-GAFS whether for training, validation, test
data, or all data

NeemG = Nap X Nexp X Nyin @)

where Nggma, Nsub, Nexp, and Ny, represents the number of
total SEMG segments, the number of subjects, the number
of experiments for each subject, and the number of sliding
windows for each subject in each time of experiments, respec-
tively, in turn.

B. Estimation Comparison Before and After TS-GAFS

In this section, the comparison of the estimation result
of subject F which is the additional test will be illustrated,
as recorded in Table VIII. The value of MSE dropped from
421.1892 before TS-GAFS to 272.3429 after TS-GAFS, R
increased from 0.8971 before TS-GAFS to 0.9478 after TS-
GAFS, and MAE dropped from 14.4329 before TS-GAFS
to 8.9542 after TS-GAFS. Therefore, it can be concluded
from Table VIII that the estimation results of subject F after
TS-GAFS are better than that before TS-GAFS.

Fig. 5 records the motion curve of target angles and esti-
mated angles. Fig. 5(a) shows the obvious filtering effect,
which verifies the applicability of the filtering algorithm, and
only the filtered results can be further used in HRIs. Fig. 5(b)
plots the estimated angle before and after TS-GAFS; it can
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Fig. 4. Regression of BPNN model during training: (a) before TS-GAFS method and (b) after TS-GAFS method.
TABLE VII
MODELING PERFORMANCE OF BPNN
Training Validation Test R
R MSE R MSE R MSE
Before 0.9392 358.4358 0.9243 453.0930 0.9228 451.0251 0.9345
After 0.9652 210.3576 0.9522 284.9693 0.9487 302.6596 0.9608
150 actual angle
TABLE VIII %)D estimated angle before smoothing
ESTIMATION COMPARISON OF THE ADDITIONAL TEST BEFORE AND Zwor | estimated angle after smoothing

AFTER TS-GAFS

MSE R MAE
Before TS-GAFS 421.1892 0.8971 14.4329
After TS-GAFS 272.3429 0.9478  8.9542

be seen intuitively that the estimated angles after TS-GAFS
are closer to the target angles. The B&A plots of estimated
and actual angles are shown in Fig. 6, which shows that
the data distribution after TS-GAFS is more centralized than
that before TS-GAFS. And the “Mean” value after TS-GAFS
(value = 1.3) is far less than that before TS-GAFS (value =
5.1), indicating that the prediction result of the model after
TS-GAFS is closer to the actual angle value.

Among different subjects, SEMG signals vary greatly in
both amplitude and spectrum, so there exists high intersubject
variability. Furthermore, when the number of features is large,
some features may be against each other. From the result,
it can be found that the effect of regression and estimation
results using the entire 23 features is not as good as that using
the selected subset of features for understanding SEMG signals
generated by different subjects. Therefore, it can be concluded
that the proposed TS-GAFS method can help to select the most
common feature subset for better subject-independent angle
estimation. Moreover, the reduction in the number of features
can reduce the computational burden and the performance of
real-time control of the exoskeleton device can be improved.

According to Fig. 5 and Table VIII, the estimation perfor-
mance of the proposed TS-GAFS method is effective. The
estimation performance under the leave one-subject-out test is
shown in Table IX, in which the regression values of different

0 100 200 300 400 500 600
Samples
(@)
o 150 actual angle
2 estimated angle before feature select
<10~ |z estimated angle after feature select
50
0
-50 H
-100
0 100 200 300 400 500 600
(b) Samples
Fig. 5. Curve graph of the estimation angle of elbow motion: (a) estimated

angle before and after smoothing (after TS-GAFS) and (b) estimated angle
before and after TS-GAFS.

additional tests are given. Table X records the comparison
results of different methods. As can be seen from Table X, the
average of regression value R in this work is larger than the R
of the initial data, and also larger than the R corresponding to
the methods proposed by Xiao et al. [24] and Yang et al. [13].
However, there are still many problems that need to be solved.
For example, adaptive window length needs to be applied
when elbow joint motion changes rapidly. If a fixed window
length is still used at this time, then features are calculated
with the fixed window length, which will eventually lead to a
poor angle prediction effect. In future work, the research on
adaptive window length will be further developed. In addition,
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TABLE IX
ESTIMATION PERFORMANCE UNDER THE LEAVE ONE-SUBJECT-OUT TEST

Additional Test Average
Subject A Subject B Subject C Subject D Subject E Subject F &
R 0.9607 0.9345 0.9522 0.9487 0.9228 0.9478 0.9445
TABLE X F1: Integrated absolute value (IAV).
COMPARISON OF PREDICTION PERFORMANCE WITH OTHER METHODS F2: Mean absolute value (MAV).

—————— F3: Root mean square (rms).

f |
Channel Number  Features 1+ R ! F4: Slope sign change (SSC)
— - : .
Initial data 8 23 : 0.8971 : F5: Zero-crossing (ZC).
ang [13] 2 9 } 0.9080 F6: Auto regression model coefficients (ARC).
Xiao [24] 2 5 109228 | F7: Kurtosis (KURT).
This paper 3 5 L 9_9‘_‘4_5_1' F8: Exponent of logarithm (LogD).
. . F9: Margin factor (MarginFac).
EEls ER F10: Maximum (MAX).
g0 +196SD & .|
! ;‘8 - S 87 B 0 e H'%zi.?) F11: Mean (MEAN).
220 PR - Mean F12: Minimum (MIN).
& of Py 13 F13: Nonzero median (NZM).
E::;g: H -1.96 SD F14: Peak factor (PeakFac).
£ 300 F '1‘96222 g- 23.1 F15: Peak-to-peak value (PK).
S 40k . . L < 40k . . . . . .
-100 -50 0 50 100 -100 -50 0 50 100 150 F16 Pulse faCtor (PHISFaC)'
Mean of actual angle and estimated angle Mean of actual angle and estimated angle F17 Skewness (SKEW)

(€]

Fig. 6. B&A plots of the estimated angles and the target angles: (a) before F18: Simple squar§ 1ptegral (SSD).
TS-GAFS and (b) after TS-GAFS. F19: Standard deviation (STD).

F20: Variance (VAR).
it is still a difficult problem to select feature sequences F21: Willison amplitude (WA).

intelligently from SEMG signals, or even extract new feature F22: Waveform factor (WavFac).
sequences which are invariable among different users, which F23: Waveform length (WL).

also needs further study. And the number of features involved

in the first and second stages of the TS-GAFS method is also ACKNOWLEDGMENT

subject to further study to determine the optimal number of
features. Achieving the subject-independent estimation of joint
motion angle is our ultimate target, and an offline process
has been implemented successfully. Therefore, our plans also

The authors would like to acknowledge all the subjects for
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